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ABSTRACT 
The use of autonomous robots in organizations is expected to 
increase steadily over the next few decades. Although some 
empirical work exists that examines how people collaborate with 
robots, little is known about how to best design interfaces to 
support operators in understanding aspects of the task or tasks at 
hand. This paper presents a design investigation to understand 
how interfaces should be designed to support multi-user, multi-
robot teams. Through contextual inquiry, concept generation, and 
concept evaluation, we determine what operators should see, and 
with what salience different types of information should be 
presented. We present our findings through a series of design 
questions that development teams can use to help define 
interaction and design interfaces for these systems.  

Categories and Subject Descriptors 
A.m. [Miscellaneous]: Human Robot Interaction  
General Terms 
Design, Human Factors. 

Keywords 
Multi-robot operators, interface design, information presentation, 
design research. 

1. INTRODUCTION 
The thought of robots interacting with humans has been around 
for millennia. One of the oldest written accounts, found in the 
Daoist Liezi, tells of a West Zhou Dynasty (1066BC-771BC) 
engineer who created a humanoid so real that it winked at the 
king’s concubines [19]. As the tale goes, the king had to see the 
machine dismantled before being satisfied that it was not human. 
The idea of simultaneously controlling groups of robots also has 
historical roots. As early as the 1920s and 30s Nicola Tesla 
envisioned teams of 50, even 100 robots being controlled at once 
by one or more operators [9, 19]. 
Those dreams are now becoming reality as the use of autonomous 
robots in organizations continues to increase steadily. For 
example, autonomous robots are used in search and rescue and 
field mining missions. Semi-autonomous robots are also in use in 
hospitals where they assist with straightforward tasks that can 
reduce the work of staff, for example, collecting linens and 
cafeteria trays or providing surveillance. These situations are ripe 
for deploying several robots simultaneously.  

In Multi-User multi-Robot System (MURS) scenarios, both the 
number and complexity of tasks operators face drastically increase 

over single-user, single-robot cases. A single operator may divide 
their available cognitive resources over the control of many 
systems, performing both repetitive and non-standard tasks [28]. 
In addition, dynamic task allocation, where robots change their 
behavior in relation to the environment and other robots, 
drastically increases the complexity of the task at hand [27]. The 
more robots that are added, the more complexity increases. 
Multiple operators introduce the problems of team dynamics and 
fluid coordination. 
Researchers have already begun to empirically study how 
situation awareness changes as the number of robots in a team 
increases [23] and classify the unique elements of situation 
awareness in HRI [13]. There is also a mature body of work on 
how to create a salient display, manage awareness, and command 
attention [1, 7, 11, 13, 15, 16, 25, 32, 36]. However, what 
operators want their attention directed towards and how this need 
changes with respect to operator role and context is unaddressed. 
Open research questions include: What do operators want to see? 
Does this change relative to an operator’s role on the team? With 
what importance, or salience, should information be presented? 
What kind of information can remain hidden unless requested?  

To begin answering these questions, this paper presents a design 
investigation to understand how interfaces should be designed to 
support multi-robot, multi-operator teams. Through contextual 
inquiry with expert operators, concept generation, and concept 
evaluation, we determine what operators should see, and with 
what salience different types of information should be presented. 
We present our findings through a series of design questions that 
development teams can use to help define interaction and design 
interfaces for these systems.  

2. RELATED WORK 
We began by conducting a literature review spanning the 
disciplines of psychology, human factors and robotics, focusing 
on work related to autonomy of robots, control of operators, 
situation awareness, and information presentation. This research 
led to grounding definitions on which to base our design 
investigations.  

2.1 HRI and collaboration 
Coordination and communication within HRI systems is more 
complex than in HCI. HRI systems are more dynamic, exhibit 
autonomy, operate in dynamic, real-world environments, exhibit 
different interaction behaviors, and may work with multiple 
systems simultaneously [15, 35]. For these reasons, solutions from 
the domains of HCI and software engineering, while applicable, 
cannot be transferred wholesale into HRI, especially in MURS 
applications. Take, for example, the case of a search-and-rescue 
robot that comes across a conscious person trapped in rubble. The 
interaction of the trapped person with the robot is vastly different 
from that which the robot operator has with the robot, though both 
interactions occur simultaneously and in a very real sense the two 
people are collaborating towards the goal of safely removing the 
victim from the surrounding rubble. This large difference in 
operator and victim roles is a situation unique to HRI and 
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highlights the need for unique design. Some research integrating 
approaches from HCI and HRI offers a taxonomy of design 
considerations for HRI, including team composition, amount of 
required interaction, decision support, and space-time location 
[41]. 
Additionally, literature in human-human collaboration and team 
dynamics can be relevant to understanding how MURS interfaces 
are best designed. This is because types of teams, structures of 
teams, and numbers of humans and robots involved are important 
constructs in collaboration. There has been a great deal of 
research on the basis of differentiation and discrimination between 
people in one’s group and those outside of it. Factors such as 
intergroup competition, similarity, and status affect the degree of 
group differentiation; group members can be evaluated more 
extremely or perceived as threatening [6, 5]. In addition to in- 
group favoritism, out-group members may be differentiated along 
a number of social dimensions [33]. 
In the domain of HRI, recent work on team collaboration with 
robotic systems has shown the importance of group leaders in 
developing common understanding and translating team status 
information across members [24]. Other research conducted with 
mobile robots in a desert field site showed that different levels of 
robot autonomy can drastically change the flow of communication 
and the creation of common ground among team members [39]. 
Much more needs to be known about collaboration in MURS to 
better support the interface design of these systems. Systems that 
are intended for groups may be perceived in many ways, due to 
the uneven distributions of benefits of the system among members 
of an organization [21, 31]. Varying levels of autonomy may 
influence how different people perceive the robot, control, and 
trust the robot [20]. Social effects such as resistance to use of the 
technology may result, and workarounds are often not captured in 
the design [22]. 

2.2 Factors affecting information presentation 
Understanding human-robot collaboration is also important in 
MURS interface design. Two factors affect how information gets 
presented in the MURS interface: what operators see and control, 
and what the robots are controlling.  

2.2.1 What operators see and control 
Early research defined control as the human monitoring of a 
complex system with intermittent use of an automated agent [30]. 
Implicit in this definition is the fact that the supervised system 
may periodically act autonomously based on sensor data [37]. 
Subsequent research acknowledged the importance of the human 
in the interaction loop. Collaborative control was defined as 
humans and robots engaging in dialog to exchange ideas, resolve 
differences, perform tasks, and achieve goals [15]. Here, human 
and robot are seen as equals in collaboration; the human is an 
imprecise, limited source of information for the robot. 
While these are important grounding principles, other research has 
explored the role of the operator relative to the information he or 
she will need to see. Essential roles include supervisor, operator, 
mechanic, peer, bystander, mentor, and information consumer [19, 
34, 35]. Collectively, these definitions begin to map out the design 
space for MURS interfaces. 

2.2.2 What the robots are controlling 
Because autonomy levels change during dynamic robot control, 
an open design research question is how those levels may be 
communicated to human operators. An early model from HCI, 
which describes ten levels of autonomy, is a good starting point 

(Table 1) [37]. This model focuses on autonomy in decision 
making, not specific action, and while the actions of HCI and HRI 
differ, the process of decision making remains largely unchanged.  
Table 1: Ten Levels of Autonomy used in designing interfaces 

for MURS systems (after [37]). 
Level Description 

1 Human does the whole job up to the point of turning it 
over to the computer to implement. 

2 Computer helps by determining the options. 
3 Computer helps determine options and suggests one, 

which human need not follow.  
4 Computer selects action and human may or may not do 

it. 
5 Computer selects action and implements it if human 

approves.  
6 Computer selects action, informs human in plenty of 

time to stop it.  
7 Computer does whole job and necessarily tells human 

what it did. 
8 Computer does whole job and tells human what it did 

only if human explicitly asks.  
9 Computer does whole job and tells human what it did 

and it, the computer, decides they should be told. 
10 Computer does whole job if it decides it should be 

done, and if so tells human, if it decides they should be 
told.  

 
Alternative control methods include dialogue systems where the 
robot presents limited information to the operator when seeking 
guidance at a barrier or decision point [16]; policy systems that 
create rules for how and when robots are permitted to act 
autonomously [4]; waypoint systems to assist in navigation or 
sweeping an area [18]; and playbooks, which give high-level 
commands to clusters of robots [17].  

2.3 Situation Awareness 
With dynamic levels and modes of command, situation awareness, 
which defines how much attention is commanded to the interface 
at any given time, is of utmost importance. Inefficient attention 
allocation can lead to operator inefficiencies, significant robot 
wait time and under-utilization [30]. Thus it is important to 
consider how operator workload and attention are allocated to 
maximize system efficiency. Work has already been done to 
assess how interface design affects both workload and situation 
awareness in multi-robot control, although for single operators 
[23]. 
A straightforward evaluation of perception, comprehension and 
projection as the stages of situation awareness [14] can be 
extended for use in HRI. In the domain of HRI, Drury has 
provided a useful framework of HRI awareness [13], which 
includes five components (Table 2). All of Drury’s HRI 
awareness components aside from robot-robot awareness can be 
mediated by a successful interface. 

2.4 Salience of information 
To design to support situation awareness, we can look to the field 
of visual design, which is informed by research in many areas: 
cognitive science, human factors, and semiotics, among others. 
Research has explored identification and/or search speeds of text 



[10], color [8], high-symbolism icons [10], and combined text and 
high-symbolism pictures [3]. Other research explores how 
individual design features holistically contribute to a design. 
Color as a design feature has been shown to result in faster visual 
search times compared to design features such as size, brightness, 
and geometric shape [10]. Another study showed that the 
discriminating effects of color lessen with learning [8]. Other 
research confirms that text can be processed faster than pictures 
[10], that concrete icons are more quickly interpreted than abstract 
ones [29], and that complex icons lead to slower search and 
identification times (whether the symbols are learned or unlearned 
by the viewer) [29]. 

Table 2: Five components of situation awareness in HRI as 
may affect the design of the interface (after [13]). 

Component Description 
Human-Robot The understanding that the humans have of 

the locations, identities, activities, status 
and surroundings of the robot. Further the 
understanding of the certainty with which 
humans know the aforementioned 
information. 

Human-Human The understanding that the humans have of 
the locations, identities and actions of their 
fellow human collaborators. 

Robot-Human The robots’ knowledge of the humans’ 
commands needed to direct activities and 
any human-delineated constraints that may 
require command noncompliance or a 
modified course of action. 

Robot-Robot The knowledge that the robots have of the 
commands given to them, if any, by other 
robots, the tactical plans of the other robots 
and the robot-to-robot coordination 
necessary to dynamically reallocate tasks 
among the robots if necessary. 

Humans’ Overall 
Mission Awareness 

The humans’ understanding of the overall 
goals of the joint human-robot activities 
and the measurement of the moment-by-
moment progress obtained against the 
goals. 

 
A body of design research exists has examined interfaces for 
safety-critical situations, such as flying and driving. One dual-task 
study showed that finding items on a secondary display may not 
significantly hinder a primary task [38]. Other research has 
focused on icon-function relationships, exploring the relationship 
between visual design, complexity, and interpretation of particular 
designs. However, this work does not explore how a display might 
best convey information for a situation when attention is divided 
among a number of tasks. This leaves open the exploration of 
designs and renditions that may use design features like contrast, 
color, and abstraction to quickly convey information. 
From the literature, we can understand that the goal of minimizing 
complexity on a visual display is important. We also know that 
bottom-up search happens within 100ms of attending to a visual 
display. Therefore, designs with high visual salience should 
employ contrast in size and color as design variables. The details 
of particular design features relative to one another are important.  

Collectively, these factors — collaboration, information 
presentation, situation awareness, and salience of information — 
must be taken into account when designing interfaces for MURS.  

3. RESEARCH THROUGH DESIGN 
PROCESS 
In order to understand the needs of MURS operators and create 
actionable knowledge to support the design of MURS interfaces, 
we pursued a research through design process [42], which 
combined contextual inquiry, affinity diagramming, concept 
generation, and rapid concept evaluation. 
Design research moves from specific to general to specific; 
observations from a select group of users are used to generate 
broad design recommendations, which are subsequently used to 
generate domain-specific design guidelines. In this vein, we chose 
to study specialized robot operators who not only control robots, 
but aid in their development. Observations of these operators were 
used to abstract general principles about MURS control, which 
were then applied specifically to inform the design of MURS 
interfaces. The following sections describe the stages of our 
design process. 

3.1 Contextual Inquiry 
Contextual inquiry (CI) is the process of interviewing and 
observing users in context for the purpose of understanding the 
nature and challenges of their work [2]. CIs allowed us to see first 
hand the tasks that users complete and the problems they face. 
Our team conducted two CI sessions. We interviewed and 
shadowed participants with the goal of understanding how 
individuals and groups control multiple robots at one time. Our 
goal was to elicit information about how to create interfaces that 
facilitate simultaneous control of more than one robot at a time, 
allowing for changes in robot autonomy. Our process was to 
largely observe teams interacting with their robots, asking 
questions along the way to more fully understand what they were 
doing. We focused on aspects of interface use, aspects of 
coordination, and when and how breakdowns occurred and were 
mitigated. 
The first session, lasting about 1.5 hours, was conducted with the 
primary operator of a social robot. The robot delivers snacks to 
faculty and researchers in an academic building at Carnegie 
Mellon University. The robot makes use of head and body 
movement, an adaptable array of LEDs representing a mouth, and 
speech synthesis to carry out social interaction. The robot operator 
must load the robot’s tray with snacks, localize the robot’s 
navigation system, drive the robot to its work area using a wired 
joystick, control robot navigation and dialog using a custom 
interface, and interact dynamically with the programmer and 
faculty member responsible for the development of the robot. 
The second CI session, lasting about two hours, was conducted 
with three operators of a search-and-rescue robot. The robot has 
the form factor of a snake and is constructed of 16 
interchangeable modules. The primary goal of the robot is to 
traverse environments too dangerous for human exploration and 
identify persons trapped in rubble. The operators make use of a 
custom interface and standard game controller to drive the robot. 
Control configurations map components of the game controller to 
parameters in the control interface, which elicits a response from 
the robot. The robot has several methods of locomotion, and each 
method has its own unique set of parameters and control 
mappings, though many parameters are shared among modes.  



In both sessions, operators were asked to describe each element of 
their current robot control interface and demonstrate normal 
operation of the robot. For the social robot, our team was able to 
observe as the robot was used during normal operation, delivering 
snacks. For the search-and-rescue robot we were unable to 
observe the robot being operated in a disaster area, though a 
number of contrived obstacles were used to demonstrate its 
operation. Along with interface explanation, the CIs included a 
semi-structured interview with questions related to robot 
operation, breakdowns, and coordination with other robot 
operators. Each session was video recorded and notes were taken 
both during the sessions and upon review of the video recordings. 

3.2 Affinity Diagramming 
Notes from the CIs were used to create an affinity diagram [26]. 
In this process, themes are drawn from clusters of notes that had 
been generated by reviewing the data. Using this process, we 
uncovered twelve situation awareness questions that MURS 
operators must answer for robust operation. 
To create an affinity diagram, statements or ideas that occurred in 
the CIs were written onto individual Post-It notes and placed on a 
common board. Once all team members had exhausted their notes, 
the team collaboratively organized the notes into categories 
according to similarity. All team members were able to add and 
remove category labels, rename categories, and move notes 
between categories at will. This process ensured consensus on 
note coding. From this process, our team derived 12 themes in 
MURS operation: coordination, human roles, possible actions, 
system status, robot status, directing attention, hardware, recovery 
and debugging, control modes, customizable and adaptive control, 
control levels, and robot roles. 
These themes were further labeled, following from Drury’s HRI 
Awareness model, as human-human, human-robot, robot-human, 
robot-robot, and overall mission awareness issues [13]. 
Organizing our notes using this framework allowed us to look for 
connections between data points, inconsistencies, and areas for 
further consideration. For example, none of our note categories fit 
under the category of overall mission awareness, so we re-
examined our notes and made sure to consider overall mission 
awareness in our future work.  

3.3 Information Sought by Operators  
After several iterations of affinity diagramming, a set of questions 
was produced that, when answered, lead to situation awareness. 
These twelve situation awareness questions distill what operators 
need to know for robust robot operation (Table 3). 
Since it is likely that robot-robot awareness is mediated a level 
away from the operator’s interface, the two questions regarding 
robot-robot awareness were not considered in the remaining 
design phases. The final ten relevant awareness questions were 
used to guide the evaluation of MURS interface elements and will 
henceforth be refereed to as “situation awareness categories”. 

3.4 Information Salience Framework 
With the categories of MURS situation awareness defined, we 
sought to understand how an interface should display information 
related to each of these categories. To do so, we modified the 
bottom seven levels of Sheridan’s Ten Levels of Autonomy 
(Table 1) to describe how much a computer or its human operator 
bears the load of deciding what information to display (Table 4) 
[37]. The top three levels were excluded as they involve acting 
without informing, and information cannot be displayed without 
informing the user. 

Table 3: Essential situation awareness questions that must be 
communicated in a MURS interface. These were used in our 

concept generation matrix. 
Awareness Type Awareness Question 

Overall Mission How does any one person know what 
the overall mission is and the current 
progress being made towards its 
completion?  

Human-Human Who is taking what goals and which 
should I (the operator) cover?  
Who needs assistance or who can help 
me?  
What robot, area, or interface element 
is my teammate referring to? (upon 
asking for assistance) 

Human-Robot What mode, state, and environment is 
the robot in and how will this affect 
my commands?  
Which robot needs my attention?  
What is each robot accomplishing?  
What can I accomplish with this 
robot?  

Robot-Human What should I (the robot) be doing?  
What should I (the robot) do if I hit a 
barrier?  

Robot-Robot What are other robots doing?  
How can I (the robot) help other 
robots, or get help? 

3.5 Speed Dating 
In order to study how MURS interfaces should guide operator 
attention, we used our situation awareness categories (Table 3) 
and our information salience framework (Table 4) to guide a rapid 
concept evaluation (or speed dating) session. Speed dating is a 
design process used to validate user needs and narrow a design 
solution space quickly from a large number of design ideas to a 
few key interventions [12]. Speed dating has two stages: needs 
validation to focus on broad opportunity areas, followed by a 
stage of user enactments to understand how contextual elements 
may aid or hinder a solution’s implementation.  
Table 4: Final Information Salience Levels used in the concept 

generation matrix. 
Level Description 

1 The computer offers no assistance, the human must call 
for all information explicitly. 

2 The computer offers a complete listing what 
information may be displayed. 

3 The computer narrows the selection down to a few. 
4 The computer selects the information to be displayed 

and the human may or may not display it. 
5 The computer displays the selection if the human 

approves. 
6 The computer allows the human a restricted time to veto 

before automatic display. 
7 The computer selects and displays information it deems 

necessary. 
Since we are still at a broad stage of understanding MURS 
operator needs, we chose to carry out only the first stage of speed 
dating: needs validation. This stage makes use of a matrix of 
design issues to cover a broad range of user needs and understand 
which are most critical to address and in what manner they should 



be addressed. The matrix is composed when two scales of design 
intervention are placed orthogonal to each other. Each cell of the 
matrix is filled with a design solution with attributes 
corresponding to the cell’s position on each of the design scales. 
In our case, we placed our ten situation awareness categories 
orthogonal to three levels chosen from the information salience 
framework in Table 4. We chose to use only three of the salience 
levels (the 2nd, 4th and 7th) creating 30, rather than 70, design 
matrix cells, so as not to fatigue our evaluation participants. We 
considered these three levels as low, middle, and high information 
salience. For low salience, the interface simply lists what 
information may be displayed and may be commanded to display 
this information. In the medium level, the interface selects which 
information should be displayed, but does not actually render 
complete information until commanded to do so. In high salience, 
the interface both selects and displays information as it deems 
necessary. 
Traditionally, each cell of a design matrix is then populated with a 
storyboard detailing how a design solution corresponding to the 
correct values on each design scale could meet user need. We 
chose instead to populate each cell with an interface wireframe 
corresponding to the cell’s category of awareness and level of 
salience. In this manner, 30 wireframes were created showing 
information related to each of the ten situation awareness 
categories presented at each of the three information salience 
levels. Figure 1 shows an example wireframe of Overall Mission 
information shown with high salience. 
Speed dating sessions were carried out with the CI participants. In 
order to provide some context beyond personal experience, 
participants were first shown two basic MURS scenarios, one 
involving a set of five nurses controlling five robots to dispense 
medication and a second involving two operators controlling four 
heterogeneous terrain surveying robots with various abilities. 
Participants were then shown interface elements in sets of three, 
grouped by the situation awareness categories they addressed. 
Participants were asked to explain how important information 
related to that category was and identify which of the three 
information salience levels was the most appropriate. Since the 
appropriate salience for a specific situation awareness category 
may change based on any number of factors, participants were 
asked to answer in detail and explain intervening factors 
accordingly. At the end of the session, participants were asked to 
rank the three most important and three least important situation 
awareness categories. Video recordings were taken of the speed 
dating sessions and notes were taken upon further review of the 
recordings. 
In the next section, we share the results of the concept generation 
and speed dating sessions. We focus in particular on situation 
awareness and varying levels of information salience. 

4. Results of Concept Generation 
The main goal of our speed dating sessions was to understand 
how interfaces should support MURS. Specifically, we wanted to 
understand what operators should see, what kind of information 
salience should be assigned, and what kind of information can be 
kept hidden unless requested. 

4.1 No one-to-one mapping 
We wanted to understand if our participants, acting as operators, 
wanted a specific level of salience for information relating to 
human-human awareness and a different level for human-robot 
awareness, and so on with the other HRI awareness components. 
What we found was that there was no one to one mapping of these 

types of information. Instead, robot operators often spoke of 
wanting different levels of salience to display the same 
information in different situations. Additionally, they desired a 
holistic view of the task allocation  

4.2 Important vs Urgent 
Important information did not always warrant the highest level of 
information salience. For example, robot operators felt that it was 
very important that they understand which goals are delegated to 
them for completion, but they wanted this information displayed 
with low salience. They felt that a listing of goals would be 
referenced at the start of operation to develop a clear model of 
what needed to be accomplished, and only periodically throughout 
operation, and thus should not take up screen space for most of 
the operating session. 
Additionally, operators wanted urgent information displayed with 
the highest salience. Cases where inaction would lead to human or 
robot harm were deemed urgent. For example, operators wanted a 
high level of display salience in the case of a robot encountering 
an unresponsive patient in an assistive care setting, but low 
salience when the robot was experiencing low battery. In the first 
case, action must be immediate to ensure patient safety, but in the 
second case, there is a period of time in which action may be 
taken without consequence. A general hierarchy of information, 
from most urgent to least urgent, was human safety first, followed 
by robot failures, robot status, individual operator goals, and 
finally, overall team goals. 

4.3 Operator Roles 
There were also some interesting findings related to operator 
roles. Our participants felt that operators who were in charge of 
the mission should have more access to information, and 
subsequently more control over its modification. This is 
interesting, because it naturally follows that they will have less 
overall situation awareness of a mission at any given time. 
In the next sections, we describe specific findings from each of 
the situation awareness questions used in the concept generation 
matrix.  

4.4 Overall Mission 
Operators thought the middle and high levels of display salience 
were appropriate for displaying overall mission goals. If goals 
were to be dynamic and reassigned often, operators wanted the 
interface to inform them of this, but if goals were more static, they 
felt it was appropriate to have the middle level of salience where 

 
Figure 1: Example interface element used in the speed 

dating session. 



they could decide to check on goals periodically. The operators 
felt that an understanding of the overall mission scope was more 
important for team leaders to understand rather than each 
individual operator. 

4.5 Goal Delegation 
Operators felt an understanding of which goals were delegated to 
them was important and desired for a low or medium level of 
salience. They stated that they would likely look at their set of 
goals only periodically, or when significant tasks had been 
completed. However, they felt that information about robot status 
was more important and would want to be able to collapse or 
navigate away from goal information so their screen space could 
be devoted to robot information. 

4.6 Assistance 
Operators wanted the middle level of display salience for 
notifications of other operators needing assistance. They did not 
want to be interrupted from a current task they were completing, 
but also did not feel they would have time to be continually 
monitoring the status of other operators. Some kind of alert was 
desired that would notify them of another operator needing help. 
A higher level of display salience was desired for larger operator 
networks where a central leader, or system AI, would assign tasks, 
similar to how job bids are delegated to service workers. 

4.7 Area Reference 
Operators desired for a low level of display salience in conveying 
information about which robot, interface element, or part of the 
environment another operator may be referring to when asking for 
assistance. They felt a shared interface element that could be 
manually edited by each operator, such as an overview map that 
could be tagged, was most appropriate. 

4.8 State Awareness 
Operators wanted a medium level of display salience for robot 
state awareness. They wanted to be able to select which aspects of 
robot information to view at any one time. They also wanted the 
ability to “zoom-out” to basic overview information when they 
were doing general control, and then click into a more specific 
view when trouble shooting or manually controlling a single 
robot. The ability to resize, and turn on or off the display of robot 
sensor data was essential to the operators. 

4.9 Robots Needing Attention 
Operators saw a need for both medium and high levels of display 
salience in being notified of which robots needed their attention 
next. For critical status updates such as a robot mechanical or 
software failure, or cases requiring immediate attention, such as a 
patient being unresponsive, operators wanted a high level of 
display salience and their attention to be directed to the problem 
area immediately. For less vital issues, such as a robot going idle, 

operators wanted a medium level of salience, being informed of 
the problem but able to choose whether or not to respond. 

4.10 What Robot is Accomplishing 
Operators wanted low or medium levels of display salience for 
understanding what a robot was accomplishing currently. As 
distinct from critical issues discussed in the section above, current 
progress is information that operators want to be able to access, 
but do not want the system to draw their attention to unless they 
decide.  

4.11 Robot Capability 
Operators wanted a low level of display salience for 
understanding the capabilities and commands that could be given 
to a robot. They felt that the understanding of what a robot can do 
should be developed during some period of training and reference 
materials should be on hand, possibly in the form of a wiki, 
detailing robot capabilities. A medium level of display salience 
was considered appropriate for MURS where operators would not 
have access to training beforehand or where very few actions 
could be carried out by the robots.  

4.12 Robot Control 
For actually commanding a robot to complete a task, operators 
desired a medium level of display salience. Tabs or buttons that 
are pervasively displayed and can be used to switch between 
robots or levels of control were mentioned. Operators did not 
want for the display of these elements to be dynamic or brought to 
their attention except in critical situations as detailed in Section 
4.4.8.  

4.13 Robot Idle Control 
In order to increase robot productivity, some operators let robots 
decide what to do if they become idle or finish an assigned task. 
Communicating to the robot the order in which tasks should be 
completed, or “safe” tasks that they can accomplish while waiting 
for further input is sometimes beneficial. Operators felt that a low 
level of display salience, such as a secondary window where task 
priorities could be assigned pre-mission would be appropriate for 
predictable tasks, but that more dynamic missions and 
environments would require a medium level of display salience. A 
robot becoming idle was not deemed a critical alert and operators 
felt a high level of display salience that could direct attention to an 
idle robot was inappropriate. 

4.14 Summary 
While operators wanted a holistic sense of their mission, and 
wanted a clear communication of goal state, the most important 
information for the robot operators to know was the delegation of 
individual goals, the state of their robots and the environment 
around them, and which robot needs immediate attention. The 
least important information to know was what a robot’s capability, 

Level Description Level Description 
H Convey errors related to human safety. M Convey state awareness. 
H Communicate robot failures. M Convey robot idle control. 
H/M Convey that robot needs attention. M/L Convey team goals. 
H/M Convey a sense of the mission. M/L  Convey need for robot assistance. 
M Convey robot status. M/L Convey goal delegation. 
M Convey operator goals. M/L Convey what robot is accomplishing. 

 

Table 5: Summary of levels of display salience for components of the MURS interface. 



which other operators need assistance, and telling a robot what to 
do when it is idle and waiting for attention. Operators stated that 
increased robot autonomy, increasing numbers of robots under an 
operator’s control, and increasing task critically would necessitate 
higher levels of display salience, directing their attention more to 
critical decisions. 

5. DISCUSSION 
Our investigation into interfaces to support MURS teams led to a 
number of interesting findings regarding how information should 
be presented to support team leaders and collaborators. To 
implement these ideas, the growing literature on interface design 
patterns in HCI can be used as reference material [40]. Modular 
tabs, collapsible panels, and multiple windows, all lend 
themselves well to low levels of display salience. Accordions, list 
inlays, and alert lists similarly work well for medium levels of 
display salience. Responsive disclosure, movable panels, and pop-
up windows all work well for high levels of display salience. 
While the needs of operators, and therefore, interface elements 
change over time in a MURS system, we can put forth some 
general suggestions for whether or not information should be 
presented with high, medium, or low salience. These are presented 
in Table 5. In addition, based on the results of our design 
investigation, we can offer several design suggestions for those 
who are designing and implementing MURS systems. These 
design recommendations follow from Table 5, and include the 
following:  
First, high salience should be reserved for communicating 
information such as errors related to human safety, errors related 
to robot safety, items needing immediate attention, and 
information about the dynamics of the mission. 
Second, medium or low salience can be used to present 
information on the dynamics of team context. This includes 
information like robot status, operator goals, operator state of 
awareness, and team goals. 
Third, low salience on should be used for operators controlling the 
mission. These people will want high control of the information 
that they are interacting with. 
Overall, operators desire a holistic view of the system at any time, 
and it is important that they can exert control over all types of 
information if needed. For example, override features should be 
presented so operators can either intervene with or ignore high 
salience warnings if needed. In the end, operators must be trusted 
to override information that the system may think is urgent, but 
actually isn’t.  

6. LIMITATIONS 
While we present some general conclusions about MURS 
interfaces, this study has a number of limitations. First, the small 
sample population used for the CIs and speed dating mean that 
more extensive study is needed to provide greater certainty in the 
results presented here. Design is a general set of skills which 
applies in many situations, and we feel confident that our findings 
are readily generalizable. Second, the CIs were conducted with 
single robot operators who collaborate with other operators rather 
than MURS operators. This deficiency is partly a result of there 
being few MURS currently in operation, and those in 
development are still at the stage of individual robot development 
rather than team development. As MURS become more 
widespread, operators will be able to provide richer context 
knowledge for understanding the design of MURS interfaces. 
Despite these limitations, we believe the study we completed 

shows the unique nature of MURS, provides several useful 
frameworks for future research, and lays a foundation for future 
MURS interface development.  

7. CONCLUSION 
Robotic systems have matured substantially, but little is known 
about how to design the interaction for multi-robot, multi-user 
systems. In this paper, we present a design investigation leading to 
several design recommendations for interfaces for MURS 
systems. While operators desire a holistic view of interaction with 
the system, our findings show that low, medium and high salience 
can successfully be used to convey different aspects of the 
interaction. We hope that our findings will help to advance the 
field of multi-robot interaction and operator collaboration. 
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